Real-time Face Tracking for Service-Robot
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Abstract. Real-time human face tracking is suggested in this paper for use while interacting with robots. The system consists of two main parts, the first works to discover the human face, determine its location in relation to the original image, and find the dimensions of the face to be used in the second part of this system. The second part receives the location and dimension of the face and tracks it by controlling the movement of the camera according to the offset between the interval. In order to detect human faces for the earlier job, the Haar cascade method is used, whereas the Kanade-Lucas-Tomasi (KLT) algorithm is used for face tracking under various circumstances. As a trace output from the prior stage, the camera is offset by its offset between image frames. The findings of the experiments demonstrate that real-time tracking of human faces was successful even when the participants were donning glasses, hats, or face-side positions. At a maximum frame rate of 26 fps, experiments were conducted.
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1. Introduction

In the present and the future, human-robot interaction (HRI) will be a prominent area of robotics. The robot's purpose is to serve as a helpful helper who can aid humans in their tasks. The robot must be able to interact and communicate well with people. In this scenario, the tracking of human faces becomes the primary necessity for the vision system in these robots. Applications for face tracking systems dealing with forward orientations are numerous. The Kanade-Lucas-Tomasi (KLT) method may be used to resolve the issue in real time while utilizing several face modes. Based on a variety of facial traits, this system allows for precise face tracking. The extraction, selection, and tracking of the best characteristics are all steps in this algorithm's procedure for monitoring human faces. The haar cascade method is used for face detection to gather facial information.

2. Related Works

The face tracking system in the vision robot system is first supported by the face detection system [1]. The Haar cascade algorithm [4] is one of several strategies that have been used to quickly and accurately recognize human faces [3][2]. The Haar cascade method is an object identification technique that is 15 times faster than its contemporary rival and has a pretty good accuracy level of 93.7% [5].
Real-time face identification and tracking systems have been discussed, put into practice, and used in a variety of domains [6] through [10]. The face tracking objective idea can later be extended to smart equipment like robots in order to pursue moving face targets and look for lost face targets [7], [10]. Based on object movement registration techniques like optical flow, human face tracking is then enhanced by Kanade, Lucas, and Tomasi (KLT algorithm). The suggested method for monitoring human faces continuously inside a video frame employs the KLT algorithm. In comparison to previous tracking techniques, this algorithm performs better [11]–[15]. Tracking is difficult because the characteristics of the face frequently vary as a result of lighting, facial expression, orientation, and the usage of accessories.

3. System Overview

The proposed face tracking system primarily employs the Haar cascade algorithm for face recognition and the KLT algorithm for face tracking. The procedure for synchronizing the tracking system and the actuator device is also described in this section.

3.1. Face Recognition

Face recognition is a technology that is able to match the human face taken from an image or video with a group of faces stored in the database by identifying certain features in the face by analyzing the relative position, size, and/or shape of the eyes, nose, cheekbones, and jaw. Haar cascade is an Object Detection Algorithm used to identify faces in an image or a real time video. The algorithm uses edge or line detection features. The algorithm is given a lot of positive images consisting of faces, and a lot of negative images not consisting of any face to train on them. The model created from this training is available at the OpenCV GitHub repository. The repository has the models stored in XML files, and can be read with the OpenCV methods. These include models for face detection, eye detection, upper body and lower body detection, license plate detection etc. The subset of all 6000 features will again run on the training images to detect if there’s a facial feature present or not. Now the authors have taken a standard window size of 24x24 within which the feature detection will be running. It’s again a tiresome task.

To simplify this, they proposed another technique called The Attentional Cascade. The idea behind this is, not all the features need to run on each and every window. If a feature fails on a particular window, then we can say that the facial features are not present there. Hence, we can move to the next windows where there can be facial features present. Features are applied on the images in stages. The stages in the beginning contain simpler features, in comparison to the features in a later stage which are complex enough to find the nitty gritty details on the face. If the initial stage won’t detect anything on the window, then discard the window itself from the remaining process, and move on to the next window. This way a lot of processing time will be saved, as the irrelevant windows will not be processed in the majority of the stages.

The second stage processing would start, only when the features in the first stage are detected in the image. The process continues like this, if one stage passes, the window is passed onto the next stage, if it fails then the window is discarded as shown in the figure.

3.2. Face Tracking

The KLT algorithm handles face tracking, following any previously identified moving facial characteristics. The KLT chooses the best traits from the forehead, brows, eyes, nose, cheeks, lips, and chin [14], [17], which are where the majority of the features are concentrated. The selected characteristics are then tracked by optical flow in the following phase. The following model serves as a representation of the optical flow calculations:
\[(x,y,t) = (x+u, y+v, t+1)\]  

(1)

Where the intensity of a certain time and position of image \((x, y, t)\) and its neighbour position of \(I(x+u, y+v, t+1)\) on the next time frame is same [14].

3.3. Interaction with Device

A camera is a component of the proposed real-time system that feeds the processing portion of the system, as illustrated in Figure 1. Tracking the location of the human face in the actual environment is the primary objective of the hardware system. So, the \(x\) and \(y\) coordinates of the bounding box acquired by face tracking in the picture plane are sent as the tracking algorithm’s output to Arduino. A pair of DC servo motors that are each assigned to rotate the webcam according to an imagined \(x\)-axis and \(y\)-axis carry out the rotation (two degrees of freedom).

![Figure 1. Interface between Devices](image)

Based on the value of the error, the actuator will move. If the face is not in the centre of the image, the system will display an error value. Vertical error for the \(y\)-axis and horizontal error for the \(x\)-axis make up the error value. Fig. visually depicts the error position for the identification of a single face. Due to the tiny change in position detection that frequently takes place while the face is already at the centre point, the yellow region is a tolerance area as in figure 2, close to the centre point that helps to stabilize the movement of the servo actuator. The resolution of the live frame that was taken is indicated by the \(x\)-size and \(y\)-size. In the experiments, the resolution was 640 x 480.
The yellow portion of the image is a threshold region that surrounds the center of the frame and measures 60 by 60 pixels \((C_x, C_y)\). The lowest boundary area \((T_{x1} \text{ for the } x\text{-axis and } T_{y1} \text{ for the } y\text{-axis})\) and maximum boundary area represent the threshold area \((T_{x2} \text{ for } x\text{-axis and } T_{y2} \text{ for } y\text{-axis})\). By manipulating the actuator that moves the camera, the system will maintain the face in the yellow box region. In figure 3, the tracking system algorithm is displayed. The target face's centre area is determined by the threshold value, which is produced by the Bbox point centre extraction to generate the centre point bounding box \((X_c, Y_c)\). The extracted centre point is then compared to the area's threshold value, which determines how quickly the servo motor acts.

**Figure 2.** The tolerance area of the centre image

**Figure 3.** Flowchart of tracking system
4. Experiment Results
Experiments were conducted on the following hardware: Intel(R) Core(TM) i5-7y-57 CPU @ 1.20GHz 1.61 GHz, Ram 8.0 GB, Window 10 PRO 64-bit operating system, x64-based processor. In the evaluation of the proposed system performance, the successful system was considered when a human face was correctly detected and tracked. For all tests lighting conditions were stable.

4.1. Face Detection Result
Face detection must take place before tracking. The real-time performance is possible using the Haar cascade approach. Numerous studies have demonstrated that face identification is capable of coping with situations including various head orientations. Figure 5 displays the detection findings. If all of the eyes and brows are not visible, or when the face is in the extreme positions depicted like in figure 5(f), the proposed system fails. One of the causes of failure process that occurs in face detection is no detection of complete eye features.

![Figure 5. Experiments Results of face detection](image)

4.2. Face Tracking Result
It is decided which aspect of the markings on the face is the best. The KLT approach maintains feature detection while still giving a bounding box, identifying features that move in accordance with visual flow movements. The complete completion of the tracing process is depicted in Figure 6. Only after the face is completely covered does the tracing stop operation take place. Even though just a few tiny characteristics were discovered, the tracking system was nevertheless able to perform tracking in extreme situations. Real-time video is converted into 1,000 continuous photos to evaluate the resolution system. However, when the subject wore glasses and a mask, the results were subpar. Since no facial characteristics were found, the face tracking in this instance is unsuccessful.

![Figure 6. Experiments Results of face tracking](image)

5. Conclusion
In order to facilitate the process of robot engagement with humans while carrying out its activities, this study introduces a real-time facial tracking system. The suggested approach can retain a face's position in the middle of the frame area while following a single face. Even while using accessories and under harsh situations, this system will always track the face and maintain it in the centre of the picture. Although the face detection procedure must be completed before face tracking, good results were obtained when conducting the tracking, but the results of face detection under harsh conditions were not excellent. The system will be improved in future work to track several faces using a more reliable face detection method.
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