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Abstract: Deep learning (DL) can be considered as a powerful tool in different fields and for different applications but its importance raised the concern about privacy, security, and defense issues. This research presents an important overview about different aspects and state-of-the-art techniques in DL privacy, security, and defense. Wide range of topics was covered including private data frameworks, different types of threats and attacks, and the most important defense techniques. We have also discussed the challenges and limitations of each approach besides to possible future research directions. This survey can be considered as a comprehensive guide for other researchers and policymakers who are interested in understanding these important topics associated with DL.
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I. Introduction
DL, also referred to as hierarchical learning and deep-structured learning, encompasses both supervised and unsupervised machine learning techniques. It was inspired by the design and operation of the human brain, as well as the way neurons interpret messages. Like Artificial Neural Networks (ANNs), DL also includes input, output, and multiple hidden layers. The response of each DL layer is dependent on the nonlinear response generated by the input layer using the data it receives. DL has been extensively used in various domains such as speech recognition, image recognition, object detection, drug discovery for illnesses and genomes, etc., over the last few years. By utilizing backpropagation, DL models adjust the parameters of their layers iteratively, optimizing them to minimize the difference between predicted and actual outcomes. This training process enables DL models to capture high-level abstractions and extract valuable insights from raw data, making them highly effective in tasks such as image and speech recognition, natural language processing, and more [1] [2], [3] [4].

The DL's encrypted data, which comes from training and interface modules, is its main issue. Due to the widespread adoption of DL models in various applications, as previously indicated, security and privacy concerns are of utmost importance. Furthermore, the training portion of all models using DL really depends on a sizable amount of large data, sensitive data, and personal user data, particularly training data. In light of this, DL models must not provide sensitive and private information [5], [6].
Cybersecurity refers to a collection of laws, techniques, tools, and processes that work together to protect computer systems, networks, software, and data from unauthorized access while maintaining their availability, confidentiality, and integrity. To prevent cyber-attacks, security measures are implemented at various levels, including applications, networks, hosts, and data. Different security solutions such as firewalls, antivirus software, intrusion detection systems (IDSs), and intrusion protection systems (IPSs) are used to detect and prevent security breaches. However, cyber attackers often only need to exploit one vulnerability to gain access to a system. As the number of systems connected to the internet increases, the attack surface also grows, making it easier for attackers to launch assaults. Attackers are becoming more sophisticated, using zero-day exploits and malware that can bypass security mechanisms, making it harder...
for defenders to detect and prevent attacks. Defenders must also be aware of insider threats from individuals or entities within an organization who misuse their authorized access, in addition to external attacks.[3], [7].
Servers, smart devices, applications and other cyber-enabled resources create enormous amounts of data through interactions between machines and between people and machines [8]–[10]. The Security Information Event Management (SIEM) system, which frequently overwhelms the security analyst with event notifications, is one example of a cyber defense system that generates a lot of data. Data science may be used in cyber security to better any defense program's security posture by correlating events, identifying trends, and spotting aberrant activity. Cyber protection solutions that use data analytics are beginning to appear. Network intrusion detection systems (NIDSs), for example, are changing from signature-based systems that only identify well-known assaults to anomaly-based systems that only detect departures from "typical" behavior profiles. [11]–[13].

II. Deep Learning Private Data Frameworks
This section provides an overview of the top private data security frameworks for DL. These frameworks are highly secure under the Honest-but-Curious (HbC) adversary paradigm. The Honest-but-Curious (HbC) adversary paradigm is a security model used in cryptography and secure computation. It describes a scenario in which an entity or participant involved in a secure protocol is assumed to follow the prescribed protocol honestly, faithfully executing the required steps, but also exhibits curiosity by trying to learn additional information beyond what is allowed by the protocol. In the HbC paradigm, the adversary is not malicious or actively trying to disrupt the protocol. Instead, they attempt to gain additional knowledge or extract sensitive information by observing the protocol's execution or by analyzing the outputs received from other participants. The HbC paradigm helps in understanding and designing secure protocols that can withstand adversaries who are honest in protocol execution but curious about obtaining unauthorized information. This protocol is especially secure because it prevents malicious attacks and prohibits participants from violating protocol regulations. Preserving accuracy in machine learning refers to maintaining the performance and predictive power of a model while applying techniques such as data encryption, privacy-preserving algorithms, or secure computation to protect sensitive data during training or inference. Cryptographic protocols are mathematical techniques used to secure communication and computation in scenarios involving sensitive information, ensuring confidentiality, integrity, and authentication while preserving privacy. Constant number of interactions refers to protocols or algorithms that require a fixed and limited number of communication rounds or interactions to complete a computation or secure task, providing efficiency and reducing latency. Nonpolynomial activation functions, such as the rectified linear unit (ReLU), are commonly used in DL to introduce non-linearity and enable the learning of complex patterns, enhancing the model's representational capacity. Max-pooling is a down-sampling technique in DL that reduces the dimensionality of feature maps by selecting the maximum value within each pooling region. It helps extract dominant features while providing translation invariance. These concepts are compared to understand their effectiveness, efficiency, and trade-offs in preserving accuracy, ensuring secure computations, minimizing communication overhead, enhancing model expressiveness, and maintaining robustness against attacks in scenarios where privacy and security are crucial considerations. Table 1 presents a high-level comparison of the frameworks and the resources that support each framework [14], [15] [16].
## Table 1: DL private data frameworks properties with related cryptographic protocols and related researches.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Preserving Accuracy</th>
<th>Constant number of interactions</th>
<th>Scalability for large DL</th>
<th>Nonpolynomial activation and max-pooling</th>
<th>Cryptographic protocols(s)</th>
<th>Related researches</th>
</tr>
</thead>
<tbody>
<tr>
<td>CryptoNets</td>
<td>×</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Leveled-HE</td>
<td>[17]–[19]</td>
</tr>
<tr>
<td>SecureML</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>Linearly-HE, GC, SS, MPC</td>
<td>[20]–[23]</td>
</tr>
<tr>
<td>MiniON</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>Additively HE, GC, SS</td>
<td>[24]–[26]</td>
</tr>
<tr>
<td>DeepSecure</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>GC</td>
<td>[27]–[29]</td>
</tr>
<tr>
<td>Chameleon</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>GMW, GC, SS</td>
<td>[26], [30], [31]</td>
</tr>
<tr>
<td>Gazelle</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>Additively HE, GC, SS</td>
<td>[32]–[35]</td>
</tr>
<tr>
<td>XONN</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>HE, DP, SA, MPC</td>
<td>[36], [37]</td>
</tr>
<tr>
<td>Shokri and Shmatikov</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>HE, SA, MPC, DP</td>
<td>[38]–[40]</td>
</tr>
<tr>
<td>Google</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>HE, MPC, DP, SE, SA, FL</td>
<td>[41]–[44]</td>
</tr>
</tbody>
</table>

1. **CryptoNets**

CryptoNets is a type of DL architecture that allows for the training of neural networks on encrypted data. It's designed to maintain the privacy of the data while still allowing for the model to be trained effectively. The Microsoft Research team primarily created CryptoNets by adding Leveled-HE protocol which enables performing computations on encrypted data with varying levels of complexity, providing a scalable and efficient solution for privacy-preserving computations without requiring decryption, while introducing computational overhead compared to non-HE schemes. The authors suggested employing polynomials of several degrees to approach the activation functions because nonlinear activation functions cannot be accomplished using LHE. In order to maintain high prediction accuracy, the neural network needs to be retrained in plain text with the same activation function. However, this strategy has a downside in that it imposes a limitation on the total number of serial multipliers, making the solution unaffordable. Additionally, to achieve a higher level of anonymity using CryptoNets, accuracy must be sacrificed while maintaining the same computing power [14], [45].

2. **SecureML**

It is a way to teach neural networks in particular how to ensure privacy in general. The HE, GC, and SS (Secret Sharing) protocols form the foundation of the system. It is worth mentioning that SS is a
cryptographic technique where a secret is divided into shares among multiple parties. The secret can only be reconstructed by combining a sufficient number of shares, providing security even if some parties are compromised. Owners of data covertly transfer their information to servers that train a certain neural network and break the law. SecureML trains a neural network with secure account protocols utilizing a more effective custom activation function [46], [47]. The managed model is afterwards secretly distributed across the servers at the conclusion of the account. SecureML offers training as well as a solution to protect privacy. Authors in [48] presented SIMC (Secure Inference with Multi-Client Collaboration) 2.0, which complies with SecureML's SIMC's fundamental structure while also vastly improving the model's linear and non-linear layers. SecureML's SIMC's fundamental structure is a framework for privacy-preserving machine learning. Its fundamental structure involves multiple clients collaborating to perform secure model inference without disclosing their individual data. The fundamental structure of SIMC in SecureML emphasizes privacy preservation during model inference by leveraging secure Multi-Party Computation (MPC) techniques. It enables multiple clients to collaboratively compute model outputs while keeping their individual data confidential.

3. Miniature Oblivious Neural Network (MiniONN)
The MiniONN is a private data framework for DL that uses ONN to enable secure training and prediction. The purpose of Oblivious Neural Networks is to ensure that the training process does not disclose any sensitive information about the data being used. It provides a technique for converting an existing Deep Neural Network (DNN) into a newly created Oblivious Neural Network, which addresses privacy concerns. This approach claims that neither the client nor the server is aware of the model's input from the client-side. MiniONN is more efficient than other techniques such as CryptoNets and SecureML. It leverages secret sharing, garbled circuits, additive HE, and activation functions like pooling for Convolutional Neural Networks (CNNs) [49], [50]. It consists of two primary stages:
- An offline phase that is non-input dependent and enables additive HE.
- Online phases that use Garbled Circuits (GC) and Secret Sharing (SS) to process data through nonlinear layers.

4. DeepSecure
It is based on the Garbled Circuit protocol and is one of the contemporary frameworks. The framework supports any nonlinear activation functions as garbled circuit is a general function evaluation protocol. In order to compress the account and link up to two items in size, DeepSecure proposes reducing the size of the data and the network before the installation of the Garbled Circuits. The preprocessing stage may be used by any other backend engine for its inference because it is independent of the fundamental encryption protocol. Since the client has limited resources, DeepSecure additionally offers safe outsourcing of the account to a backup server [51], [52].

5. Chameleon
This protocol uses a variety of frameworks to protect privacy. The current work of the GMW protocol for detailed study of the activation function and other Garbled Circuits for complex activation functions and pooling layers are both utilized in this framework. Chameleon does addition and subtraction through secret sharing. Like MiniONN, it features offline and online stages. As opposed to the online phase, the offline computing offered more rapid calculation for predictions. Comparing the Chameleon to the other methods mentioned, it is more effective [53].

6. Gazelle
Another mixed-protocol method is Gazelle15, which recommends utilizing Homomorphic Encryption (HE) protocol for linear operations and Garbled Circuit (GC) protocol for nonlinear activation functions. GC is a cryptographic technique used for secure MPC. It allows multiple parties to collaboratively compute a function on their private inputs while preserving the privacy of those inputs. The protocol involves the creation of garbled circuits, which hide the underlying computation, and the parties can
securely evaluate the circuit to obtain the desired output without revealing their private data. The authors provide an effective HE-based convolutional layer implementation technique. As a result, Gazelle speeds up the execution of private inference and minimizes client-server interactions. Mixed-protocol approaches to private inference runtime reduction are intriguing, but they call for at least one cycle of client-server communication for each layer of the neural network. Due to the large connection delay in Internet settings, this feature might dramatically degrade performance and lengthen execution time [54], [55].

7. XONN
In order to make the neural network's underlying operations more compatible with secure computing protocols, XONN proposes an alternative strategy. To prevent any multiplication during the private inference, the authors suggest binarizing the neural network. In other words, all NN parameters and weights can only take a binary value of either 0 or 1. As a result, the multiplication is now an amalgamation of XOR and bit-count operations. The GC protocol may be used as the back-end cryptographic engine to conduct the XOR operation with little to no computation and no communication. As a result, XONN performs at the cutting edge of private inference. Also, regardless of the quantity of NN layers, XONN only needs a fixed number of communication rounds. Another benefit of relying on standalone GC is that it may be modified to be safe against active attackers who may break the protocol at any point using standard protocols. For secure and privacy-preserving medical diagnosis of breast cancer, diabetes, liver illness, and malaria infection with inference times in the range of tens to several hundred milliseconds, the authors provide experimental results on four medical data sets. We go into further detail about the XONN transformation process in the next section [37], [56]–[58].

8. Google Private Data Framework (GPDF)
GPDF also leverages cryptographic protocols for DL applications. One of the key protocols used in this context is Secure Aggregation (SA), which enables multiple parties to aggregate their models trained on their respective private datasets without compromising the privacy of the data. This protocol uses techniques such as HE and secret sharing to enable SA. Another protocol used in GPDF for DL is Federated Learning (FL), which enables multiple parties to collaboratively train a DL model on their respective private datasets without sharing the raw data with each other. SE is a protocol with techniques like Differential Privacy (DP) and hardware-based Secure Enclaves (SE) in order to enhance data security and privacy. Some modern processors provide SE feature to allow for the execution of data code and storage in the protected area of the processor that is isolated from the rest of the system. The purpose of this technique is to provide safe space for important and sensitive operations such as encryption and decryption [59], [60]. Another important technique used by GPDF is the cryptography that enables secure inference on encrypted data like HE that can be used for performing encrypted inference on encrypted data without data encryption [31]. Overall, using cryptographic protocols in GPDF for DL applications ensures secure use of private data for training while preserving data privacy. As the need for secure and private DL increases, the use of such protocols will become increasingly important to ensure the protection of sensitive data [3], [61], [62].

9. Shokri and Shmatikov Private Data Framework (SSPDF)
SSPDF can be considered a system that is designed for private DL by allowing multiple parties to train a model on their private datasets without sharing their data. Like GPDF, SSPDF also employs cryptographic protocols to secure the privacy of the data. Here are some of the cryptographic protocols used in SSPDF for DL applications:
• HE: used in SSPDF to enable encrypted computation on the data where parties can perform computations on their encrypted data without the need for decryption.
• DP: used to add random noise to the data to prevent individual data points from being identified. This technique protects sensitive information while allowing meaningful analysis.
• Secure MPC: enables multiple parties to jointly compute a function on their private data without revealing the data to each other. It is a useful protocol when multiple parties need to collaborate on data analysis while preserving privacy.

• SA: enables model updates aggregation from multiple parties without revealing individual updates. It uses techniques like HE and secret sharing to enable SA.

A comparison among these types can be illustrated as shown in Table 2. Generally, using cryptographic protocols in SSPDF for DL applications enables the use of secure private data for training while maintaining data privacy. As the need for secure and private DL increases, the use of such protocols will become increasingly important in ensuring that sensitive data remains protected [63], [64]. Each of these frameworks has its own strengths and weaknesses, and the best choice depends on the specific requirements of the use case, the type of data, the level of security required, and the computational resources available.

<table>
<thead>
<tr>
<th>DL Framework</th>
<th>Key feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>CryptoNets</td>
<td>Operate on encrypted data</td>
</tr>
<tr>
<td>SecureML</td>
<td>Focuses on secure MPC</td>
</tr>
<tr>
<td>MiniONN</td>
<td>Uses HE</td>
</tr>
<tr>
<td>DeepSecure</td>
<td>Uses secure MPC</td>
</tr>
<tr>
<td>Chameleon</td>
<td>Uses cryptographic techniques like HE</td>
</tr>
<tr>
<td>Gazelle</td>
<td>Combines HE and two-party computation</td>
</tr>
<tr>
<td>XONN</td>
<td>Uses HE and other cryptographic techniques</td>
</tr>
<tr>
<td>Shokri and Shmatikov</td>
<td>Uses distributed, privacy-preserving approach</td>
</tr>
<tr>
<td>Google</td>
<td>Uses techniques like federated learning and DP</td>
</tr>
</tbody>
</table>

III. Deep Learning Threats and Attacks

In the world of computer security, the word "adversary" is used to refer to individuals or devices that could try to get into or corrupt a computer network or software. A machine learning model can be disrupted by adversaries using a number of attack techniques, either during training (referred to as a "poisoning" assault) or after the classifier has already been learned (referred to as a "evasion" attack). Adversarial attacks outside of research labs have been infrequent thus far. However, cybersecurity researchers are concerned that adversarial attacks could become a significant issue in the future as machine learning is integrated into a wider range of systems, such as self-driving cars and other technologies where human lives could be at risk.

A) Security threats [65]–[68]

1. DL threat type-I:

The most common vulnerabilities in DL frameworks are programming errors that can lead to software failures, infinite loops, or memory exhaustion resulting in the system becoming unresponsive. Denial-of-service (DoS) attacks targeting programs running on top of the window pose the most immediate threat from these issues. While DL models themselves may not be directly harmed by DoS attacks, their performance and availability can be significantly impacted by resource exhaustion (i.e., hardware
components) for example by repeatedly request predictions from a DL model hosted on a server, data poisoning (like flooding the DL model with malicious or incorrect data). There is also the model inference DoS by sending large number of complex input samples to take a long processing time). Another impact comes from disruption of training by interrupting the training process.

2. DL threat type-II:
During the testing phase, deep neural networks are susceptible to attacks. For example, in image recognition, an attacker may test a sample by adding a small amount of noise so that the error is mislabeled by the DNN. This is known as an adversarial example or evasion attack, which can limit the effectiveness of critical security and safety applications such as autonomous cars. Adversarial training is less effective compared to attacks that cannot be seen during training.

3. DL threat type-III:
Software bugs in computers running DL programs on their operating systems can be hijacked due to remote exploitation and application vulnerabilities. This often occurs when the system is connected to a cloud-based system, and the DL applications are also running on that cloud-based system. The network is used to deliver all input to the DL system.

B) Deep learning adversarial attack types
Despite the success of DL in gaining the attention of the industry, its security and privacy challenges have not received the attention they deserve. This discussion focuses on the attack surface of machine learning and the weaknesses in the implementation of DL. In Fig. 1, an adversarial attack on a DL system is illustrated, which is proposed to detect and classify Alzheimer's brain disease into categories such as Non-demented, Mild-demented, Very Mild-demented, and Moderate-demented.

1. Attacks for classification
   - Box-constrained LBFGS
     L-BFGS [69] stands for Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm. It's an optimization algorithm in the family of quasi-Newton methods that approximates the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm using a limited amount of computer memory. It's a popular algorithm for parameter estimation in machine learning. L-BFGS is widely used in the machine learning community. It's a good choice for training models where the objective function is differentiable. The box-constrained L-BFGS model was first discovered by Szegedy et al. to solve a box-constrained optimization problem [70]. It was found that the perturbations produced by L-BFGS and applied to the clean pictures may trick the neural network, but the visuals looked real to the human visual system [71].
     - Fast gradient sign method (FGSM)
     The FGSM (Fast Gradient Sign Method) was introduced by Kurakin et al. [71] to enhance the effectiveness of adversarial training. This method is capable of generating adversarial examples that are not targeted towards any specific output and can be further developed into an iterative approach for

Fig. 1: Adversarial attack example
targeted and untargeted attacks. They improved the FGSM method by using the "one-step target class" to generate adversarial examples from original images. FGSM has been widely used to generate adversarial examples for attacking CNN-based or DL image classifiers. It is reported that the top-1 error rate on the adversarial examples generated by FGSM is around 63-69% for ImageNet.

- Basic and Least-Likely-class iterative methods

The one-step approach modifies images by making a single significant movement in the direction that amplifies the loss of the classifier, using a method known as one-step gradient ascent. The goal of this approach is to take several small steps iteratively and adjust the direction after each step.

Other types of adversarial attacks include: One pixel attack, Carlini and Wagner attacks (C&W), Deepfool, Upset and Angri, Houdini, Adversarial transformation networks (ATNs), Miscellaneous attacks, Targeted universal adversarial attacks [72] [73].

2. Attacks beyond classification/recognition

In this part, a summary of the research that focuses on developing techniques for attacking deep NNs in applications beyond image classification will be discussed.

- Attacks on autoencoders and generative models

Tabacof et al. [74] published a research on adversarial attacks on autoencoders for image data and a technique for modifying input images to create adversarial examples that deceive the autoencoder into reconstructing a completely different image was provided. Their approach aims to manipulate the internal representation of the neural network, making the adversarial image representation similar to that of the target image. However, in comparison to conventional classifier networks, autoencoders are found to be relatively more robust against adversarial attacks [75].

- Attack on recurrent neural networks

Papernot et al. [76] adversarial input sequences for recurrent neural networks were successfully produced (RNNs). RNNs are DL models that are particularly well suited for learning input-output mappings. Papernot et al. [76] shown that it is possible to trick RNNs using the same techniques used to generate adversarial instances for feed-forward neural networks (such as FGSM) [77]–[79].

- Attacks on deep reinforcement learning

There has been much research on adversarial assaults on traditional DL systems and algorithms, and several different responses have been suggested. Unfortunately, little research has been done on the likelihood and viability of such assaults against Deep Reinforcement Learning (DRL). Designing efficient adversarial assaults is a crucial precondition for creating reliable DRL algorithms, as DRL has demonstrated remarkable success in a variety of challenging tasks [80]. Authors in [81] created two unique adversarial attack approaches to covertly and effectively assault the DRL agents. These two methods give an enemy the ability to introduce hostile samples at the least number of crucial times while still doing the most amount of harm to the agent. The first tactic is a critical point assault, in which the adversary creates a model to forecast future environmental conditions and agent behavior, evaluates the potential harm from several attack strategies, and then chooses the most effective one. The antagonist automatically picks out the crucial moments to attack the agent in an episode using a model that is independent of any particular domain.

- Attacks on semantic segmentation and object detection

Semantic image segmentation and object detection are two of the most popular challenges in the field of Computer Vision. Authors in [82] goal to offer strong defenses against hostile attack on the semantic segmentation paradigm. To do this, they suggest DAPAS, a denoise autoencoder that successfully eliminates adversarial perturbation and prevents an adversarial assault in semantic segmentation. In order for the recovered picture to provide the desired semantic segmentation result, it is crucial to restore the original image at the pixel level since semantic segmentation includes the categorization of pixels. They employ random noise with a specific distribution. They employ the bimodal, uniform, and gaussian
distributions respectively. The adversarial assault would slightly alter the input X pixel value, and the random noise may include several attack strategies. Fig. 2 below shows how CNN model can obtain accurate semantic segmentation results for the original image while adding adversarial noise seriously affects the segmentation effect [83].

![Semantic segmentation and object detection attack](image)

**Fig. 2:** Semantic segmentation and object detection attack

- **Attacks on face attributes**
  The vulnerability of face recognition to hostile face pictures is well recognized. Previous works create antagonistic pictures by arbitrarily altering a single property without understanding the inherent characteristics of the images. To this end, authors in [84] SAASterGAN is a novel Semantic Adversarial Attack that tampers with the key face characteristics for each picture. By using the cosine similarity or probability score, they can anticipate the characteristics that matter the most. In order to determine a class probability score for each attribute, the probability score technique relies on training a Face Verification model for an attribute prediction job. The adversarial transferability will be improved along with the ease and effectiveness with which adversarial face pictures may be created thanks to the prediction process. Fig. 3 demonstrates how eyeglasses with adversarial perturbations can trick a facial recognition system into identifying the faces in the second row as those in the first row [85].

![Attacks on face attributes](image)

**Fig. 3:** attacks on face attributes.

**IV. Deep Learning Defense Techniques**
Adversarial training is an effective defense mechanism in certain scenarios that involves adding adversarial examples to the training data of a supervised model to help it recognize them better. This approach aims to reduce the risk posed by adversarial examples by training on both clean and adversarial data. To train a model against adversarial attacks, various techniques are employed, including threat modeling, attack simulation, attack impact evaluation, and countermeasure design. Noise detection is also used for evasion-based attacks. Information laundering is another technique that involves altering the information received by adversaries in model stealing attacks. Finally, to protect algorithms, robust methods are employed to train models.
In general, the representative adversarial defenses are classified into the following:

1. Adversarial training: Intuitive protection against adversarial samples, adversarial training aims to strengthen the resilience of a neural network by training it with adversarial samples. Technically, it is a min–max game where the inner maximization goal is to discover the most effective antagonistic samples, which is achieved by a well-designed adversarial assault, such as FGSM [86] and PGD [87]. The outer minimization is the standard training procedure to minimize the loss. The resulting network is supposed to be resistant against the adversarial attack used for the adversarial sample generation in the training stage.

2. Denoising: For reducing adversarial perturbations/effects, denoising is a relatively simple technique. Two design approaches for such a defense are suggested by prior works: input denoising and feature denoising. The first method seeks to partially or totally eliminate the adversarial perturbations from the inputs, and the second way attempts to ameliorate the impact of adversarial perturbations on high-level features learnt by DNNs [85].

3. Semidefinite programming-based certificated defense [85]: Raghunathan and Kolter [88] First, suggest a verifiable protection strategy for two-layer networks against hostile cases. The authors construct a semidefinite relaxation to upper-bound the adversarial loss and include the relaxation into the training loss as a regularizer. Raghunathan et al. [89], further offer a novel semidefinite relaxation for certifying arbitrary ReLU networks. The recently suggested relaxation is more stringent than the prior one and can result in substantial robustness guarantees on three separate networks.

4. Weight-sparse DNNs: Guo et al. [90] are the first to demonstrate the intrinsic relationship between weight sparsity and network robustness against FGSM-generated and DeepFool-generated adversarial samples. For linear models Ref. [90] indicates that optimization over adversarial samples might give birth to a sparse solution of the network weights. For nonlinear neural networks, it applies the robustness guarantees from Refs. [91], [92] and indicates that the network Lipchitz constant is prone to be lower when the weight matrices are sparser.

5. KNN-based defenses: The fundamental challenge stems in the fact that identifying an optimum assault on KNN is intractable for ordinary datasets. Authors in Ref. [93] proposed a gradient-based attack on kNN and KNN-based defenses, inspired by the previous work by Sitawarin & Wagner [94]. They demonstrate that our attack outperforms their strategy on all of the models they examined with only a modest increase in the calculation time. With less than 1% of KNN's operating time, the attack also outperforms the most recent attack [95].

6. Bayesian model-based defenses: Authors in paper [96] answers the issue of whether or not model knowledge can help a defender make the right choices when an attacker breaches control system. Using models of the system's stochastic dynamics, the vulnerability that will be exploited, and the attacker's intended outcome, the model-based defense scheme taken into consideration in this study, known as the Bayesian defense mechanism, selects reasonable responses through observation of the system's behavior. On the other hand, logical attackers use deceptive tactics to trick the defense into choosing the wrong course of action. Their dynamic decision-making is described in the cited text as a stochastic signaling game. It is shown that the belief of the true scenario has a limit in a stochastic sense at an equilibrium based on martingale analysis. This fact implies that there are only two possible cases: the defender asymptotically detects the attack with a firm belief, or the attacker takes actions such that the system's behavior becomes nominal after a finite time step. Consequently, if different scenarios result in different stochastic behaviors, the Bayesian defense mechanism guarantees the system to be secure in an asymptotic manner provided that effective countermeasures are implemented. An analysis of a defensive deception using asymmetric recognition of vulnerabilities used by the attacker is done as an application of the discovery. It is proven that the attacker possible ceases the attack even if the defense is ignorant of the exploited vulnerabilities as long as the defender's unawareness is masked by the defensive deceit.
7. Consistency-based defenses: Authors in Ref. [97] They are the first to demonstrate that even context consistency tests may be vulnerable to carefully constructed adversarial scenarios. To develop instances that circumvent these protections, they specifically suggest an adaptive framework, namely Adversarial assaults against object Detection that bypass Context consistency checks (ADC). Ref. [98] proposes PercepGuard as a means of detecting misclassification attacks on perception modules regardless of the attack methodology employed. PercepGuard leverages the spatiotemporal features of a detected object through its tracks to verify that the track and class predictions align. Additionally, to enhance the adversarial resilience of the system against adaptive attacks, context data like ego-vehicle velocity is utilized for verifying contextual consistency, thereby making the attacks more challenging to execute.

8. Randomization: In Ref. [99], the authors classified cyberspace into three domains: physical, network, and digital domains. They designed two agents, one representing the attacker and the other representing the defender, to select actions in the multiple domain cyberspace. The defender's objective is to maximize their reward using reinforcement learning. They proposed a game model based on reward randomization reinforcement learning to improve the defender's defense capabilities. To optimize the defender's strategy and improve the success rate of the defense, the reward is assigned randomly based on a linear distribution when the defender uses multiple domain defense.

V. Discussion
In this study, nine types of frameworks for private data DL processing including CryptoNets, SecureML, MiniONN, etc. have been critically evaluated. The findings suggest that while these frameworks offer promising solutions for preserving DL privacy, they also have significant threats and attacks like DoS, data poisoning and other types explained throughout different sections of the research. Currently, defense techniques like adversarial training, denoising, etc. offer certain levels of protection. However, they also exhibit limitations and can be susceptible to sophisticated attacks. In future, research in DL privacy, security, and defenses should concentrate on the development of more resilient defense techniques and the exploration of innovative strategies for preserving privacy. Specifically, there is a pressing need for more research on protecting DL models from advanced threats such as model inference attacks and disruption of training, with a focus on enhancing the robustness of defenses like adversarial training and randomization defenses. Looking forward, we believe that the next steps in DL privacy, security, and defenses research should focus on developing more robust defense techniques and exploring new approaches to preserving privacy. In particular, more research is needed on how to protect DL models from advanced threats like model inference attacks and disruption of training. Furthermore, as DL models become increasingly complex and are used in more sensitive applications, it will be crucial to develop new frameworks and techniques that can ensure their privacy and security without compromising their performance.

VI. Conclusion
In conclusion, this survey paper provides a comprehensive overview of the current state of DL privacy, security, and defense. The success of DL has led to its widespread adoption in various applications, but it has also raised significant concerns about the privacy and security of individuals and organizations. This work shows that there was a significant research effort in studying these issues like adversarial attacks, DL privacy-preserving, and secure MPC. However, there are many other challenges and limitations to be addressed, and future research directions are needed to overcome them.
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